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***Abstract:****. Sweet orange is very much consumed by humans because oranges are rich in vitamin C, sweet oranges can be consumed directly to drink. The classification carried out to determine proper (good) and unfit (rotten) oranges still uses manual methods, This classification has several weaknesses, namely the existence of human visual limitations, is influenced by the psychological condition of the observations and takes a long time. One of the classification methods for sweet orange fruit with a computerized system the Convolutional Neural Network (CNN) is algorithm deep learning to the development of the Multilayer Perceptron (MLP) with 100 datasets of sweet orange images, the classification accuracy rate was 97.5184%. the classification was carried out, the result was 67.8221%. Testing of 10 citrus fruit images divided into 5 good citrus images and 5 rotten citrus images at 96% for training 92% for testing which were considered to have been able to classify the appropriateness of sweet orange fruit very well. The graph of the results of the accuracy testing is 0.92 or 92%. This result is quite good, for the RGB histogram display the orange image is good*
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**Intisari:** Jeruk manis sangat banyak dikosumsi oleh manusia, karena jeruk kaya akan vitamin C. Pada umumnya proses klasifikasi untuk menentukan jeruk yang layak (baik) dan tidak berkualitas (busuk) masih menggunakan cara manual yaitu pengamatan langsung secara visual terhadap buah. Ada beberapa kelemahan pengklasifikasian dengan cara ini, yaitu adanya keterbatasan penglihatan manusia, dipengaruhi oleh kondisi psikologis pengamatan dan membutuhkan waktu yang lama terutama untuk perkebunan besar. Salah satu cara untuk mengklasifikasikan jeruk manis melalui sistem komputer memakai algoritma *deep learning convolutional neural network (CNN)*. Dengan dikembangkannya pada lapisan *multilayer perceptron (MLP)*, algoritma tersebut dapat diolah dua dimensi data, tehadap gambar serta mampu melakukan klasifikasi pada citra dengan kelas–kelas yang lebih banyak atau besar. Pada penelitian ini dengan 100 *dataset* gambar jeruk manis menunjukan tingkat akurasi klasifikasi maka hasilnya sebesar 97.5184 %. dilakukan klasifikasi maka hasilnya sebesar 67.8221 %. pengujian sebanyak 10 citra buah jeruk yang terbagi menjadi 5 citra jeruk bagus dan 5 citra jeruk busuk sebesar 96% untuk *training* 92% untuk *testing* yang dinilai telah mampu melakukan klasifikasi kelayakan buah jeruk manis dengan sangat baik. Grafik hasil akurasi *testing* nya adalah 0.92 atau 92%. Hasil ini cukup bagus, terhadap Tampilan histogram RGB citra jeruk bagus

**Kata Kunci:** ***Convolutional Neural Network* (CNN), *Deep Learning*, Jeruk Manis**

1. **PENDAHULUAN**

Tanaman jeruk manis (*Citrus Sinensis)* adalah tanaman buah tahunan yang berasal dari Asia.[1] Diyakini bahwa Cina adalah tempat pertama bagi jeruk yang tumbuh. Selama ratusan tahun, jeruk telah tumbuh di Indonesia, baik secara alami maupun dibudidayakan. Tanaman *orange* di Indonesia adalah peninggalan Belanda yang membawa jeruk manis dan keprok dari Amerika dan Italia. [2]. Tanaman Jeruk manis paling cocok ditanam di daerah subtropis yang memiliki suhu rata-rata 20 – 25oC.[3] Jeruk manis mempunyai kedudukan paling istimewa diantara jenis jeruk lain dan merupakan kunci bagi industri jeruk diseluruh dunia. Sebab jeruk jenis ini merupakan bahan pembuat minuman yang sangat baik dan buahnya dapat dibuat “*jam*” (selai)[4]. Selain itu, bunga, biji dan Kulitnya dapat diambil minyaknya[5]. Buah non-klimaerik jeruk ini ketika matangnya buah, hanya dapat diperoleh dipetik langsung dipohon atau tidak dapat diperam setelah proses panen.[6] Jadi penting hal nya untuk memetik ataupun memanen buah jeruk tepat saat matangnya[7]. Karena setelah dipanen buah dengan rasa asam tidak akan berubah jadi manis karena tidak ada proses pematangan saat setelah panen [8]. Proses Klarifikasi yang dilakukan untuk menentukan jeruk layak (bagus) dan tidak layak (busuk) bahkan begitu banyak inputan menggunakan cara manual [9] [10]. Manual berarti dibuat sesuai dengan pengamatan visual langsung pada buah yang akan diklasifikasikan [11]. Kelemahan dari klasifikasi manual sangat dipengaruhi oleh subjektivitas operator penyortiran sehingga, dalam kondisi tertentu, itu tidak konsisten dengan proses klasifikasi [12].

 *Convolutional Neural Network* (CNN) bahagian dari algoritma *deep learning* dikembangkan dengan *Multilayer Percepton* (MLP) dirancang sebagai mengolah data dalam bentukkan dua dimensi, misalnya suara dan gambar [13]. CNN digunakan mengklasifikasi data yang terlabel dengan menfungsikan metode *supervised learning*[14], [15]. Bagian daripada jenis *neural network* biasanya digunakan didata image adalah CNN. Pada tingkat kedalaman jaringan CNN termasulah jenis *Deep Neural Network* dan sering digunakan dalam data citra image [16]. Tahap pembelajaran menggunakan *backpropagation,* klasifikasi menggunakan *feedforward* dua bahagian tersebut termasuk kedalam CNN*.* Keuntungan dari CNN dibandingkan dengan metode klasifikasi lain semakin terlihat ketika digunakan untuk mengklasifikasikan pada citra gambar dengan lebih banyak atau kelas yang besar [17].

 *Deep Learningm* merupakan bagian *Machine Learning* dengan basis Jaringan Syaraf Tiruan (JST)[18] atau pembaharuan JST dalam mendedikasikan komputer untuk dapat berpikir melakukan layaknya seperti manusia[19]. *Deep Learning*, pada komputer dikategorikan kedalam mengklasifikasi pengambilan dari gambar, suara, teks, atau video [20]. Seperti pada komputer pengujian dan dilatih memakai data set yang memiliki label dan dalam jumlah besar selanjutnya diubah kedalam nilai piksel pada gambar untuk dijadikan representasi internal atau *feature vector*[21]kemudian selanjutnya pengklasifikasian didapatkan dan digunakan pada deteksi untuk mengklasifikasikan pola pada masukan *input* [22]*.* *Deep learning* merupakan pembelajaran reprensentasi untuk membentuk arsitektur jaringan syaraf tiruan dengan multi lapisan layer[23]. *Input layer*, *hidden layer*, dan *output layer* dalam lapisan *deep learning*, [24]. Pada *hidden layer* dengan lapisan yang banyak untuk dapat membuat komposisi algoritma dalam hal meminimalisir nilai *error* pada *output* [25]

Atas dasar penelitian terkait yang menggunakan metode *Neuron Network* yang konklusif adalah penerapan jaringan *neuron convolutional* *network* untuk klasifikasi gambar tomat menggunakan Keras (Taiara Shafira, 2018), yang merupakan subjek penelitian. Pada pencarian kali ini adalah tomat, menggunakan R studio dan Keras, [26]. Dengan hasil penelitian Tingkat keakuratan data uji yang diperoleh dari analisa pemodelan yang terbentuk adalah 90% klasifikasi gambar tomat. Data baru klasifikasi adalah 10 gambar tomat dalam pengujian model tomat yang terbentuk, yaitu setiap gambar berhasil diklasifikasikan dengan benar. Untuk itu disini diterapkannlah bagaimana klasifikasi terhadap Buah Jeruk Manis dengan menggunakan metode tersebut.

**II. SIGNIFIKANSI STUDI**

Penelitian ini dilakukan dengan melaksanakan beberapa fase tahapan yang terkait. Tahapan dijelaskan dalam metode penelitian. Metode penelitian dijelaskan menjadi bentuk skema yang jelas, terorganisir, dan sistematis.



Gambar 1 Kerangka Metodologi

Tahapan pertama adalah mengimputkan citra 64x64x3, tinggi dan lebar citra gambar 64 dan citra pada gambar yaitu 3 *channel* *red, green, blue (RGB)* dengan matriks berbeda-beda.[27] Uji data latih 60 kali. Selanjutnya input gambar kepada tahap *convolution* untuk konvolusi ini memiliki terhadap filter yang sudah ditetapkan. Filter digunakan untuk menentukan pola deteksi tepi dilanjurkan proses perkalian matriks dengan nilai yang sudah di inputkan. Hasil konvulasi 64 piksel ukuran kernel 3x3. hasil 64 *fiture map*. Selanjutnya dilakukan proses penghilangan nilai negatif dengan fungsi fungsi aktivasi *ReLU* (*Rectified Linear Unit*). setelah proses konvolusi[28]. Tahapan berikutnya yaitu Proses *Pooling* ini menggunakan ukuran 2x2 dengan *strade* 1 dimana nilai setiap pegeseran setiap kernel matriks berjumlah satu [29].

= 4.09 % *overal Accuracy* = 

 Jadi akurasi yang dihasilkan oleh model dengan *input* gambar 64x64 piksel dengan jumlah *testing* sebanyak 1 kali didapatkan nilai akurasi sebesar 4.09%.

Kemudian Fungsi *output Feature Map* dari input citra. Operasi konvolusi dapat dituliskan sebagai berikut :

$$s\left(t\right)=\left(x\*t\right)\left(t\right)=\sum\_{α=-\infty }^{\infty }\left(α\right)\*w(t-α) ( 1 )$$

Keterangan :

S (t) : fungsi hasil operasi konvolusi

X : input

W : bobot (karnel)

Fungsi *s(t)* memberikan *output* tunggal berupa *feature map*. Argumen pertama adalah *input* yang merupakan *x* dan argumen kedua *w* sebagai kernel atau filter. Apabila dilihat *input* sebagai citra dua dimensi, maka bisa dikatakan *t* sebagai piksel dan menggantinya dengan *i* dan *j.* Maka dari itu, operasi untuk konvolusi ke *input* dengan lebih dari satu dimensi dapat menulis sebagai berikut.

$$s\left(i,j\right)=s\left(i,j\right)=\left(k\*i\right)\left(i,j\right)=\sum\_{\infty }^{}\sum\_{\infty }^{}I\left(i-m,j-n\right)K\left(m,n\right) ( 2 )$$

$$\left(k\*i\right)\left(i,j\right)=\left(K\*i\right)\left(i,j\right)=\sum\_{\infty }^{}\sum\_{\infty }^{}I\left(i+m,j+n\right)K\left(m,n\right) ( 3 )$$

 Berdasarkan persamaan kedua diatas perhitungan dasar dalam konvulasi , I, j adalah sebuah piksel dari citra. Sebagai allternatif operasi konvulusi dapat dilihat sebagai perkalian matrik antara citra kernel dimana keluarannya dihitung dengan *dot product*[30]

**III. HASIL DAN PEMBAHASAN**

Proses awal dilakukan dengan menginputkan gambar dengan ukuran 64x64x3, yang mana tinggi dan lebar dari gambar yang diinput tersebut adalah 64 dan gambar tersebut memiliki 3 *channel* yaitu *red, green, blue* atau yang biasa disebut dengan RGB setiap channel tersebut memiliki matriks yang berbedabeda. Pada sample di uji sebanyak 60 kali. Setelah di input gambar tersebut maka akan masuk pada tahap *convolution* yang mana pada konvolusi ini memiliki filter yang sudah ditentukan. Filter digunakan untuk menentukan pola apa yang dideteksi yang selanjutnya akan dikalikan dengan matriks dengan nilai matriks yang di input. Jumlah filter pada konvolusi ini sebanyak 64 piksel dengan ukuran kernel 3x3. Yang mana akan dihasilkan gambar sebanyak 64 *fiture map*. Agar dapat dipahami, peneliti mengambil contoh sebagian matriks pada *input image* yang berukuran 64x64.

| 23 | 25 | 0 | 21 | 22 |  | 1 | 1 | 1 |  | 125 | 65 | 38 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 23 | 25 | 0 | 0 | 25 | **\*** | -1 | 1 | -1 | = | 117 | 29 | 74 |
| 25 | 25 | 0 | 20 | 20 |  | 1 | -1 | 1 |  | 80 | 93 | 40 |
| 20 | 25 | 24 | 0 | 25 |  |  |  |  |  |  |  |  |
| 25 | 24 | 0 | 25 | 24 |  |  |  |  |  |  |  |  |

Gambar 2. Perhitungan Konvolusi

 Gambar 2. Menunjukkan proses konvolusi dengan menggunakan ukuran kernel 3x3 dengan menggunakan stride 1. Stride disini artinya jumlah pergeseran kernel terhadap matriks input berjumlah satu. Untuk mendapat kan hasil dari pehitungan tersebut digunakan fungsi dot product, perhitungan nya dapat dilihat dibawah ini:

1. *Position* 1 = (23𝑥1) + (23𝑥(−1))+ (25𝑥1) +(25 𝑥 1 ) +(25𝑥(−1))+ (25𝑥1) + (0𝑥1) + (0𝑥1) + (0𝑥(−1)) + (0𝑥1) = 125.
2. *Position* 2 = (25𝑥1) + (25𝑥(−1)+ (25𝑥1) + (0𝑥1) + (0𝑥1) + (0𝑥1) + (21𝑥1) +(0𝑥(−1)+ (20𝑥1) = 65.
3. *Position* 3 = (0𝑥1) +(0𝑥(−1)+ (0𝑥1) + (21𝑥1) +(0𝑥1) +(20𝑥1) + (22𝑥1) + (25𝑥(−1) + (20𝑥1) = 38.
4. *Position* 4 = (23𝑥1) + (25𝑥(−1)+ (20𝑥1) + (25𝑥1)+ (25𝑥1) +(25𝑥1) + (0𝑥1) + (0𝑥(−1)) + (24𝑥1) = 117.
5. *Position* 5 = (25𝑥1) +(25𝑥(−1)) +(25𝑥1) + (0𝑥1) + (0𝑥1) + (24𝑥1) + (0𝑥1) + (20𝑥(−1)+ (0𝑥1) = 29.
6. *Position* 6 = (0𝑥1) + (0𝑥(−1)) + (24𝑥1) + (0𝑥1) + (20𝑥1) +(0𝑥1) +(25𝑥1) + (20𝑥(−1)+ (25𝑥1) = 74.
7. *Position* 7 = (25𝑥1) +(20𝑥(−1))+ (25𝑥1) + (25𝑥1)+ (25𝑥1) +(24𝑥1) + (0𝑥1) + (24𝑥(−1))+ (0𝑥1) = 80.
8. *Position* 8 = (25𝑥1) + (25𝑥(−1) +(24𝑥1) + (0𝑥1) + (24𝑥1) + (0𝑥1) + (20𝑥1) +(0𝑥(−1)) + (25𝑥1) = 93.
9. *Position* 9 = (0𝑥1) + (24𝑥(−1) + (0𝑥1) + (20𝑥1) + (0𝑥1) + (25𝑥1) + (20𝑥1) +(25𝑥(−1)+ (24𝑥1) = 40.

 Setelah hasil perhitungan dengan konvolusi dapat, untuk menghilangkan nilai negatif pada hasil, maka digunakan fungsi aktivasi *ReLU* (*Rectified Linear Unit*) setelah proses konvolusi. Selanjutnya masuk kedalam proses *Pooling layers* dimana pada proses ini menggunakan fungsi *max pooling* yang mana dengan cara mengambil nilai maksimum matriks dari hasil konvolusi berikut gambaran proses pooling layer :

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 125 | 65 | 38 |  | 125 | 74 |
| 117 | 29 | 74 | = | 117 | 93 |
| 80 | 93 | 40 |  |  |  |

*Gambar 3. Poolin Layer*

*Softmax Layer, Image Input Layer, Convolutional Layer, ReLu Layer Fully Connected Layer, Classification Layer* *Batch Normalization Layer, Max Pooling Layer,* dengan banyak ciri yang sudah di tentukan. konvolusi 1 kali di tunjukan pada *Convolutional Layer* yang di gunakan untuk mendapatkan model klasifikasi dengan filter sebanyak 8 dan kernel sebesar 3x3.

 Sementara itu *Batch Normalization Layer* berfungsi mengurangi jumlah nilai terhadap pergeseran lapisan tersembunyi. *ReLu* dijadikan proses *training* lebih tepat. Sedangkan *Max Pooling* yaitu sebesar 2x2 dengan tujuan mengurangi dimensi dari *feature map*. *Softmax* pada nilai intuitif, pada klasifikasi interpretasi probabilistik dalam label di hasilkan. *Classification Layer* digunakan untuk menunjukan *output* bagus atau busuk



Gambar 4. *Deep Learning Network Analyzer*

 Jumlah *learnables* yang di latih dalam model ini sebanyak 16.626 parameter. Berdasarkan hasil yang terbentuk, dapat di ketahui yang di tunjukan pada *training* data. Adapun perbandingan *Loss* dan *accurasy* data.



Gambar 5. Akurasidata *Training*



Gambar 6. Data *training Plot loss* dan *accuracy*

Model yang terbentuk *Loss* dan *accuracy*, di tunjukan plot. *Loss function* adalah fungsi untuk menggambarkan kekurangan terkait pada kemungkinan yang akan diproduksi oleh model. *Loss Function* dikatakan baik ketika fungsi menghasilkan kesalahan sesuai dengan yang paling rendah. Untuk tingkat akurasi didefinisikan sebagai persentase dari data uji yang diklasifikasikan pada kelas yang benar. Nilai kehilangan yang dihasilkan dalam pelatihan adalah 0,1563. Nilai ini dapat dikatakan cukup rendah dan ini bagus untuk model. Nilai akurasi yang tinggi, yang mencapai 96% untuk pelatihan data dan 92% untuk tes data.



Gambar 7. Data *Training* dan *Test*

Untuk data training dan test dengan pemodelan yang diperoleh mampu mengklasifikasikan dengan benar. Proses training mendekati nol atau nilai rendah dan gerakan presisi menunjukkan hasil yang baik hingga 50 *epoch*. Proses training akan terhenti jika telah memenuhi syarat

 Dari hasil training didapatkan deteksi garis tepi yang dapat di simpulkan bahwa gambar *Laplace Of Gaussian* (LOG terdapat banyak *noise*. Hasil dari proses pengklasifikasian model CNN tersebut berupa jeruk bagus dan jeruk busuk beserta skornya klasifikasi pada jeruk bagus



Gambar 8 *Input* dan Klasifikasi pada Jeruk Bagus

 Pada gambar di atas dapat di simpulkan bahwa hasil klasifikasi terdapat citra jeruk bagus, setelah dilakukan klasifikasi maka hasilnya sebesar 97.5184 %. Sedangkan proses klasifikasi pada jeruk busuk.



Gambar 9 *Input* dan Klasifikasi pada Jeruk Busuk

Pada gambar 9 terdapat citra jeruk busuk, setelah dilakukan klasifikasi maka hasilnya sebesar 67.8221 %. pengujian sebanyak 10 citra buah jeruk yang terbagi menjadi 5 citra jeruk bagus dan 5 citra jeruk busuk.

Hasil pengujian klasifikasi citra buah jeruk manis menggunakan metode CNN dengan 10 inputan yang dilakukan dengan data traing sebanyak 100 sample dan menghasilkan 50 epoch dapat terlihat dari tabel 1.

Tabel I

HASIL KLASIFIKASI BUAH JERUK MANIS

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **No** | **Citra Jeruk Manis** | **Kelas** | **Skor** | **Nilai** |
| 1 |  | Bagus | 98.1564 % | Benar |
| 2 |  | Bagus | 97.8437 % | Benar |
| 3 |  | Bagus | 57.3703 % | Benar |
| 4 |  | Bagus | 55.7629 % | Benar |
| 5 |  | Bagus | 99.6214 % | Benar |
| 6 |  | Busuk | 79.0748 % | Benar |
| 7 |  | Busuk | 67.8221 % | Benar |
| 8 |  | Bagus | 76.2958 % | Salah |
| 9 |  | Busuk | 90.9586 % | Benar |
| 10 |  | Busuk | 63.5467 % | Benar |

 Setiap gambar yang di *input*, hasilnya akan selalu berbeda tergantung pada bentuk dan warna jeruknya. Dari 10 citra jeruk manis dihasilkan 9 citra jeruk manis dengan nilai benar dan 1 citra jeruk manis dengan nilai salah. Pada pengujian nomor 8 terdapat kesalahan yaitu jeruk busuk terklasifikasi sebagai jeruk bagus dengan skor sebesar 76.2958 %. Masalah ini terjadi karena warna gelap pada citra jeruk manis tertutupi oleh bias cahaya. Itulah alasan mengapa pencahayaan pada citra yang akan di kelola harus diperhatikan

**IV KESIMPULAN**

 Penerapan *Convolutional Neural network* (CNN) untuk klasifikasi buah jeruk Manis, berdasarkan tingkat kecerahan warna terhadap sampel data ini berupa *dataset* citra jeruk bagus dan jeruk busuk sebanyak 100 citra, dengan pelabelan menggunakan Bagus dan Busuk. Label bagus mewakili jeruk yang layak. Jumlah *learnables* yang di latih dalam model ini sebanyak 16.626 parameter. Pada nilai plot loss dan accuracy training dengan nilai *loss* yang di hasilkan pada *training* sebesar 0.1563. bisa di katakan rendah dan bagus untuk model*.* Tingkat akurasi dari testing data training sebanyak 250 data, didapatkan *accuracy* 96%, *training* 92% *testing*, terhenti pada 50 *epoch.* Proses pengambilan gambar dengan menggunakan smartphone, dengan pengklasifikasian model CNN yang dilakukan sudah layak mengenali dalam pengklasifikasin buah jeruk manis dengan kelas citra gambar jeruk manis terhadap tektur yang paling mirip. Dari segi kemamfaatan bagi masyarakat pengembangan dengan klasifikasi menggunakan smartphone yang terdeteksi langsung berdasarkan warna, bobot akan terlihat dan mampu memisahkan buah jeruk dengan baik.
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